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MCA (Sem.—4)
ADVANCED WEB TECHNOLOGIES
Subject Code : PGCA1958
M.Code : 91856
Date of Examination : 13-05-2024

Time : 3 Hrs. Max. Marks : 70

INSTRUCTIONS TO CANDIDATES :
1. SECTION-A is COMPULSORY consisting of TEN questions carrying TWO marks

each.
2. SECTION - B & C have FOUR questions each.
3. Attempt any FIVE questions from SECTIONB & C carrying TEN marks each.

4. Select atleast TWO questions from SECTION - B & C.

SECTION-A

1L Answer the following questions briefly :

1) What is server side scripting?
) How arrays arc used in PHP?
m) Why we use cookies?

) What 1s CMS?

Write a short note on NPM.

V)

vi1) What are regular expressions?

Vi) What are advantages of AJAX?

viil)  What arc the disadvantages of using xml?
n) What 1s a breadcrumb in Bootstrap?
X) What are the component of API?
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SECTION-B

What are the vanous constants predefined n PHP? What 15 the use of the Con g

function in PHP?

Differentiate between following using example :
1) FLOAT and DOUBLE

1) CHAR_LENGTH and LENGTH

How sessions are maintained n PHP? Also. highlight the importance of cookies

What are the various types of CMS? Discuss alongwith 1ts usage and benefits

SECTION-C
Discuss various components of Bootstrap m detail

How XML is different from HTML? What 1s XML DOM?

How is jQuery different from other Javascript frameworks? List down any four features

of jJQuery.

What is the difference between_ synchronous and asynchronous requests i AJAX”?
™~

Explain with an example,

NOTE : Disclosure of Identity by writing Mobile No. or Marking of passing request on any
paper of Answer Sheet will lead to UMC against the Student
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MCA (Sem.-a)
MACHINE LEARNING AND DATA ANALYTICS USING PYTHON
Subject Code : PGCA-1976
M.Code

1 91855
Time : 3 Hrs.

Date of Examination : 07-05-2024
Max. Marks : 70

INSTRUCTIONS TO CANDIDATES :

1. eSaEcChTION-A is COMPULSORY consisting of TEN questions carrying TWO marks

2. SECTION - B & C have FOUR questions each.

3. Attempt any FIVE questions from SECTI

4.

ONB&C carrying TEN marks each.
Select aileast TWO questions from SECTION -B & C.

SECTION-A
Answer Briefly :

a) When to apply hnear regression?
b) Write the loss function for multiple linear regression
c) How to do multiclass classification using logistic regression?
d) Name a method used in choosing the value of K in KNN.
e) What are the criteria for choosing a root in a decision tree?
f) Why do we usc the dot (.) operator in python?
g) What are various datatypes in Python?

h) When do we need NumPy?

1) Write two advantages of using PCA.

i) What is supervised learning? Explain with an example.

9

SECTION .y
) Explain the working of Decision 1rees

b)Y What are the advantages of random forests oy er deasion weel
a) Explam PCA i detanl usimy eigen values and aigen veator-

by Logistic regression does work of classification Discuss

4 a) What are neural networks? When do we use them?

b) What are the various hyperparameters needed for neural netwaorks?

5 Consider the following traming set that classifies the output variable play tenmis as Yes or
No depending upon weather conditions such as Outlook. Temperature, Humidity, and
Windy Status

[ S.No.| Outiook [Temperaturd Humidity | Windy | Play Tennis|

L0 [ Sumy | Mot | g | Wek LN

T 2 l Sunny X Hot \ High l Strong |

BE | Ovecast | Mot | High | Wak | Yo

| 4 | Rany | Mid | High | Wek | Yoo

| 5 | Ramy | Col | Nommal | Wek | Ve

| 6 | Ramy | Cool | Nomal | Swomg | No |

| 7 | Oveast | Cool | Nommal | Swome | Yo |

[ 8 | Sumy | Mid | High | Wek | No |

| 9 | sumy | Cool | Nomal | Wek | Yo |

[ 10 | Ramy [ Mid | Nomal | Wek | Ye

T o 1 \

1 | Semy | Mild | Nomal | Swong Yoo

[ 12 | Overcast | Mild | High | Swong L Ye |

[ 13 | Ovaeat | _mor_ [TNemal | Wek | Yo

- VR W T ! .

( 14 1\ Rainy Xe@ld‘%‘\ Swong | No
Using Naive Bayes Clag )ér. classify whelht{'qj} Sunny. Cool, Normal Humidity. ¢
Weak Windy day, w¢ ogh/play ‘ennﬁw-,/ \'o-
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